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Abstract. Multi-label classification aims to assign multiple labels to a single test instance. Recently, more and more multi-label classification applications arise as large-scale problems, where the numbers of instances, features and labels are either or all large. To tackle such problems, in this paper we develop a clustering-based local multi-label classification method, attempting to reduce the problem size in instances, features and labels. Our method consists of low-dimensional data clustering and local model learning. Specifically, the original dataset is firstly decomposed into several regular-scale parts by applying clustering analysis on the feature subspace, which is induced by a supervised multi-label dimension reduction technique; then, an efficient local multi-label model, meta-label classifier chains, is trained on each data cluster. Given a test instance, only the local model belonging to the nearest cluster to it is activated to make the prediction. Extensive experiments performed on eighteen benchmark datasets demonstrated the efficiency of the proposed method compared with the state-of-the-art algorithms.

1 INTRODUCTION

Originated from traditional single-label classification, multi-label classification (MLC) enables to associate an instance with multiple labels. MLC has been used to tackle a number of real-world applications like text categorization [11], semantic image classification [3], video annotation [16] and music emotions detection [24], etc. Various MLC decomposition methods, such as Binary Relevance [3], Classifier Chains [18, 6], Calibrated Label Ranking [8] and Label Powerset [26], have been proposed by decomposing a multi-label problem into one or a set of single-label classification problems.

As the rapid increasing of web-related applications, more and more recent multi-label datasets emerge in large-scale, whose numbers of instances, features and labels are far from the regular-size. For example, there are millions of videos in the video-sharing website Youtube, while each one can be tagged by some of millions of candidate categories. Such large-scale problems challenge the existing MLC methods. Several methods [38, 5] have been proposed to tackle such a situation by training a multi-label model on the feature or the label subspaces. The common assumption behind these methods is that noisy features exist in the original data and the training label matrix is low-rank. Although these methods achieved much success in a number of MLC applications, further improvement in terms of time complexity and prediction accuracy is recently required.

In this study, we put on two assumptions about the locality in MLC setting: (a) meta-labels, i.e. reasonable and strong label combinations, exist implicitly in the label space; (b) only a fraction of features and instances are relevant to a meta-label. These assumptions are supported by several observations. For example, in Enron dataset, 53 labels are categorized into only four meta-labels, and in image annotation, an object typically relates to only a few regions in the high-dimensional feature space.

Hence, we presume that MLC can be tackled by decomposing the original large-scale data into several regular-scale datasets, each of which is relevant to only several meta-labels in a feature subspace with a fraction of training instances. Based on this assumption, a Clustering-based Local MLC (CLMLC) method is proposed in this paper. CLMLC consists of two stages, low-dimensional data clustering and local model learning. In the first stage, a supervised dimension reduction is firstly conducted to project the original high-dimensional data into a low-dimensional feature subspace, while preserving feature-label correlation. Then clustering analysis is applied to partition the low-dimensional data into several regular-scale datasets. In the second stage, within each data cluster, meta-labels are mined by saving both label similarity and instance locality, and then classifier chains over meta-labels are built as the local MLC model. Given a test instance, prediction is made on the basis of the local model corresponding to its nearest data cluster. To empirically evaluate the performance of CLMLC, extensive experiments on regular/large-scale datasets from various domains are carried out with the state-of-the-art MLC algorithms.

2 RELATED WORKS

To handle large-scale MLC problems, recently many research efforts have been paid to Feature Space Dimension Reduction (FS-DR) and Label Space Dimension Reduction (LS-DR). In FS-DR, traditional supervised dimension reduction approaches, such as Latent Semantic Indexing, Linear Discriminant Analysis, Canonical Correlation Analysis and Hypergraph Spectral Learning, are specifically extended to match the MLC setting [35, 29, 22, 21]. On the other hand, in order to improve the discriminative ability for each label, LIFT [37] and LLSF [9] are proposed to extract label-specific features. In LS-DR, based on the assumption of low-rank of label matrix, several embedding methods, such as Compressive Sensing [12], CPLST [5] and FaE [13], encode the sparse label space by preserving label correlations and maximizing predictability of latent label space. By combining FS-DR and LS-DR, several methods have been proposed in recent years. WSABIE [31] learns a low-dimensional joint embedding space by approximately optimizing the precision on the top $k$ relevant labels. By modeling MLC as a general empirical risk minimization problem with a low-rank constraint, LEML [34] scales to very large datasets even with missing labels. To handle the extreme MLC problems with a large number of labels, a tree-based
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method, FastXML, is proposed in [15] by directly optimizing a specific ranking loss function, nDCG, and by efficiently executing its formulation in light of an alternating minimization algorithm.

The above methods can be categorized as global MLC methods, since they assume that feature-label relationship can be modeled on the whole training data. The global methods probably contradict real-world problems, harming classification accuracy and bringing in high time complexity, especially in large-scale datasets. To relax the assumption, local MLC methods are proposed, aiming to solve a complex problem by dividing it into multiple simpler ones. The local strategy has two advantages. First, simpler problems can be solved by simpler techniques, like transforming a global nonlinear problem into a local linear problem. Second, the training and testing can be more efficient, making the algorithm tractable for large-scale datasets.

As local MLC methods, Hierarchical Multi-Label Classification (HMC) [19, 1, 28] builds a hierarchy of single-label classifiers. Under the hierarchy constraint, the training data for each classifier is restricted so that it contains only the instances associated with parent labels. However, HMC’s applications are limited on particular problems in text categorization and genomics analysis. Applying the same strategy of HMC, HOMER [25] breaks the constraint on the predefined label hierarchy. It builds the label hierarchy by recursively conducting balanced k-means on the label space, transforming the original task into a tree-shaped hierarchy of simpler tasks, each one relevant to a subset of labels. The local strategy is also applied by directly finding data clusters. CBMLC [14] partitions the original multi-label datasets into multiple small-scale datasets, on which multi-label classifiers are built individually. Given a test instance, it is feed only to the classifier corresponding to the nearest cluster. To speed up the kNN classification, SLEEC [2] partitions the original training data into several clusters, learning a local nonlinear embedding per cluster and conducting kNN only within the test sample’s nearest cluster. On the other hand, in the regression setting, several regression tree based methods, RETIS [10], M5 system [17] and HTL [23], also employ the local strategy. Similar with the classical regression tree algorithm like CART [4], such methods divide the input space into mutually exclusive regions described by propositional assertions on the input features. The difference is that RETIS, M5 and HTL build several alternative regression models in the leaves of a tree to improve predictive accuracy. In [36], Regression Clustering partitions the original dataset into several subsets. Each regression is conducted on its own subset with a simpler distribution, leading to a better generalization ability.

Based on the above survey, we notice that seldom research works focus on local MLC methods. Motivated by the work of CBMLC [14], in this paper, we propose the Clustering-based Local MLC (CLMLC) method. In CLMLC, we assume a large-scale problem can be divided into a number of small or medium-scaled problems without loss of discriminative information. Different with CBMLC, CLMLC is built on a feature subspace and employs different local models for different data clusters.

3 THE CLMLC METHOD

In the scenario of MLC, an instance is typically represented by a pair \((x, y)\), which contains a feature vector \(x \in \mathcal{X} \subseteq \mathbb{R}^D\) and the corresponding label vector \(y \in \mathcal{Y} \subseteq \{0, 1\}^L\), where \(y_\ell = 1\) if and only if \(\ell\)-th label is associated with instance \(x\), and \(y_\ell = 0\) otherwise, \(\ell \in \{1, \ldots, L\}\). Assume that we are given a dataset of \(N\) instances \(\mathcal{S} = [X_S, Y_S]\), where \(X_S = [x_1, \ldots, x_N]^t\) and \(Y_S = [y_1, \ldots, y_N]^t\) denote the feature and label matrix, respectively. Given a testing dataset \(\mathcal{T} = [X_T, Y_T]\), the task of MLC is to find an optimal classifier \(h : \mathcal{X} \rightarrow \mathcal{Y}\) which assigns a label matrix \(\hat{Y}_T\) to test data \(X_T\) such that \(h\) minimizes a loss function on \(Y_T\) and \(\hat{Y}_T\).

Now we present the proposed CLMLC method, which can scale to MLC problems in large \(N, D\) and \(L\). CLMLC comprises low-dimensional data clustering and local model learning.

3.1 Low-dimensional data clustering

We assume that a large-scale dataset could be decomposed into several smaller local sets. To this end, clustering analysis is introduced to find the local clusters. However, directly applying cluster analysis would probably produce unstable outputs and suffer from high computational cost, especially when the dimensionality of the original feature space is relatively high. In this sense, a dimensionality reduction approach is necessary as a pre-processing technique before applying clustering analysis.

Let \(X\) and \(Y\) be already centered so as to \(X^t1 = 0\) and \(Y^t1 = 0\). The Partial Least Squares (PLS) [30] finds the directions of maximum covariance between \(X\) and \(Y\) by Singular Value Decomposition (SVD) as follows:

\[
\min_{U, V} \|X^tY - U\Lambda_dV^t\|_F^2,
\]

where \(\Lambda_d\) is a diagonal matrix \((\lambda_1, \lambda_2, \ldots, \lambda_d)\) with the largest \(d\) singular values of \(X^tY\), and \(\|\cdot\|_F\) denotes the Frobenius norm. This is also the solution of the maximization problem:

\[
\max_{U, V} \text{Tr}(U^tX^tYV) \quad \text{s.t.} \quad U^tU = V^tV = I_d.
\]

One of limitations of PLS is the lack of invariance to arbitrary linear transformations on \(X\) [32].

To overcome this limitation, Orthonormalized PLS (OPLS) [32] is proposed by orthonormalizing \(X\) to \(X(X^tX)^{-\frac{1}{2}}\) in (1), and we have

\[
\min_{U, V} \|X^tX - U\Lambda_dV^t\|_F^2.
\]

Similar with (2), (3) can be also rewritten to a maximization problem:

\[
\max_{U, V} \text{Tr}(U^tX^tYY^tXU) \quad \text{s.t.} \quad U^tX^tXU = I.
\]

The solution \(U\) consists of eigenvectors \(u\) corresponding to the largest \(d\) eigenvalues of a generalized eigenvalue problem

\[
(X^tYY^t)u = \lambda(X^tX)u.
\]

To avoid the singularity of \(X^tX\) and reduce the model complexity, in practice a regularization term \(\gamma I\) with \(\gamma > 0\) is commonly introduced to (5), leading to

\[
(X^tYY^t + \gamma I)u = \lambda(X^tX + \gamma I)u.
\]

In general, directly solving the generalized eigenvalue problem (6) suffers from an expensive cost and thus might not scale to large-scale problems. In this study, we use an efficient two-stage approach [20] to address the problem. In the first stage, a penalized least squares problem is solved by regressing the centered feature matrix \(X\) to the centered label matrix \(Y\); after projecting \(X\) into the subspace by the regression, in the second stage, the resulting generalized eigenvalue problem is solved by SVD.
Algorithm 1 Low-dimensional data clustering

Input: X: centered data matrix, Y: centered label matrix, d: size of feature subspace, K: number of data clusters
Output: U: projection matrix, R, C: clustering output

1: Solve the least squares problem:
\[ \min_{U_1} \|XU_1 - Y\|_F^2 + \|U_1\|_F^2; \]
2: H = U[Y^T Y];
3: Decompose H = U_d \Lambda_d U_d^T by SVD;
4: U = U_1 U_2, where U_2 = U_d \Lambda_d^{-\frac{1}{2}};
5: [R, C] \leftarrow k\text{-}means(Z, K) by (7), where Z = XU.

Through (6), we find an orthonormal basis \{u_1, u_2, \ldots, u_d\} to form U. Therefore we can have a low-dimensional expression \(z \in \mathbb{R}^d\) by projection \(z = U^T x\), \(Z = XU\) as well. Then we conduct clustering on \(z_1, z_2, \ldots, z_N\) in the light of elimination of most of noisy features. In this paper, \(k\)-means is employed, aiming to approximately solve the following optimization problem:
\[
\min_{R, C} \sum_{i=1}^{N} \sum_{j=1}^{K} r_{ij}^2 \|z_i - c_j\|_2^2 \\
\text{s.t. } \forall_i, \|r_i\|_0 = 1, \|r_i\|_1 = 1, 
\]
where \(R\) represents the \(N \times K\) indicator matrix, indicating the assignment from data points to centroids, while the centroid matrix \(C = [c_1, \ldots, c_K]^T\), whose \(c_j = \sum r_{ij} x_i / \sum_i r_{ij}\). \(\|\cdot\|_0, \|\cdot\|_1\) and \(\|\cdot\|_2\) denote the \(\ell_0, \ell_1\) and \(\ell_2\) norm, respectively. In general, \(k\)-means is realized as an iterative algorithm. The pseudo code of low-dimensional data clustering is given in Algorithm 1.

3.2 Local model learning

In the second stage, we perform local model learning in each cluster. By expecting the existence of meta-labels, We use Laplacian eigenmap to learn meta-labels within each cluster, and then build classifier chains over meta-labels for local model learning. For each data cluster, we construct a graph \(G=(\mathbf{V}, \mathbf{E})\) in the label space, where \(\mathbf{V}\) is the vertex/label set, and \(\mathbf{E}\) is the edge set containing edges between each label pair. Given an appropriate affinity matrix \(A\) on \(E\), meta-label learning can be considered as a graph cut problem: cutting the graph \(G\) into a set of sub-graphs.

For constructing affinity matrix \(A\), we use two different sources: the label space and the instance space. In this study, we utilize Jaccard index and heat kernel affinity to represent the label similarity and instance locality, respectively.

- Label similarity \(A^{(L)}\) is as follows:
\[
A^{(L)}_{\ell m} = \frac{\sum_{i=1}^{N} y_{i\ell} y_{im}}{\sum_{i=1}^{N} (y_{i\ell} + y_{im} - y_{i\ell} y_{im})}, 
\]

- Instance locality \(A^{(I)}\) is defined as:
\[
A^{(I)}_{\ell m} = e^{-\|\mu_\ell - \mu_m\|^2_2}, \text{ where } \mu_\ell = \frac{\sum_{i=1}^{N} z_i y_{i\ell}}{\sum_{i=1}^{N} y_{i\ell}}. 
\]

By combining these two matrices, we obtain the following affinity matrix \(A = \{A_{\ell m}\}_{\ell, m=1}^{K}\),
\[
A_{\ell m} = \frac{1}{2} \left( A^{(L)}_{\ell m} + A^{(I)}_{\ell m} \right). 
\]

Algorithm 2 Local model learning

Input: Z'= local data matrix, Y': local label matrix, n: number of meta-labels, \(\mathcal{L}\): meta-label classifier
Output: \(h^c\): local classifier

1: Compute \(A\) according to (10);
2: \(L = D - A\), where \(D = \text{diag}(\sum_{m} A_{\ell m})\);
3: Solve \(Lw = \lambda Dw\) by \(n\) smallest eigenvalues;
4: \(R^c \leftarrow k\text{-}means(W, n)\), where \(W = [w_1, \ldots, w_n]\);
5: for \(k \in \{1, \ldots, n\}\) do
6: \(id = \text{find}(R^c = k)\);
7: \(h_k^c \leftarrow \mathcal{L}(Z^c, Y^c(:, id))\);
8: \(Z^c = Z^c \cup Y^c(:, id)\);
9: \(h^c \leftarrow \{h_k^c\}_{k=1}^n\).

To cut the graph \(G\) into \(n\) sub-graphs (\(n\) meta-labels) is equivalent to perform \(k\)-means on the \(n\) smallest eigenvectors \(W = [w_1, \ldots, w_n]\) of the generalized eigenvalue problem:
\[
Lw = \lambda Dw, 
\]
where \(D = (D_{\ell m}) = (\sum_m A_{\ell m})\), and \(L\) is the Laplacian matrix, \(L = D - A\). Thus, the label assignment to \(n\) meta-labels is obtained by applying \(k\)-means on the rows of \(W\).

After finding meta-labels, a sophisticated multi-label classifier \(\mathcal{L}\) could be applied to capture the strong label correlations within each meta-label. On the other hand, to model relatively weak meta-label correlations, a simple MLC method is also necessary in the meta-label space. In this way, label correlations can be well captured without much time cost. To this end, we introduce an efficient classifier chains method [18] over the meta-label space. In general, for each meta-label within a meta-label chain, we expand its training data by taking previous meta-labels as extra features before feeding the data into \(\mathcal{L}\). The outline of local model learning is given in Algorithm 2.

3.3 Prediction

Given a test instance \(x \in X_T\), the prediction can be made by two steps. Firstly, \(x\) is encoded into the feature subspace by \(z = U^T x\). Secondly, the local classifier \(h^c\) corresponding to \(z\)’s nearest cluster \(c\) such as,
\[
c = \arg \min_{c \in C} \|z - c\|_2^2, 
\]
is activated to predict the label assignment by \(\hat{y} = h^c(z)\). Note that \(C\) in (12) is the centroid matrix obtained according to (7).

3.4 Remarks

The complete procedure of CLMLC, including training (Steps 1 to 5) and testing (Steps 6 to 8), is outlined in Algorithm 3. It is worth noting that CLMLC is able to serve as a meta-strategy for large-scale MLC problems. For example, other dimension reduction or clustering analysis techniques could be used to replace the OPLS or \(k\)-means in Algorithm 1, in order to handle specific problem settings or data patterns. Similarly, any MLC method can be directly applied for local model learning in Algorithm 2. It shows the high flexibility of CLMLC to address various MLC problems.

4 EXPERIMENTS

4.1 Datasets and evaluation metrics

In order to evaluate the performance of the proposed CLMLC method and other MLC methods, we conducted experiments on eigh-
false positives ad false negatives, it is weak in imbalanced MLC problems. The label-based metrics overcome the limitations of the two instance-based metrics. Macro-F1 computes F1-Score locally over each label, which is more sensitive to the performance on the labels in minority. In contrast, Micro-F1 computes F1-Score globally over all labels, thus it tends to be influenced more by the labels in majority.

### 4.2 Configuration

The proposed CLMLC method was compared with four state-of-the-art MLC methods:

- **ECC** [18]: an ensemble of classifier chains, where chain orders are generated randomly. Each classifier of a single CC is trained by taking previously assigned labels as extra attributes.
- **MLHSL** [21]: an FS-DR MLC method. A dataset is encoded by mapping features into a subspace, and then an MLC method is built on the basis of the encoded dataset.
- **CPLST** [5]: an LS-DR MLC method. The label space is encoded by a feature-aware principal label space transformation, and the round-based decoding [5] is used to predict the label set.
- **CBMLC** [14]: a first attempt on applying clustering analysis on the dataset before feeding the data to a multi-label classifier.

ECC is adopted due to its superior performance compared with other MLC decomposition methods, such as BR [3] and CC [18], as shown in [18]. As global MLC methods, MLHSL is chosen as a representative of FS-DR methods, while CPLST is chosen by its performance advantage, especially in Hamming-Score, over several LS-DR methods, such as Compressive Sensing, PLST and orthogonally constraint CCA, as shown in [5]. As a local MLC method, CBMLC is selected for comparison in cluster analysis. Note that SLEEC [2] is excluded from the comparing methods, although it employs the similar local strategy with CLMLC. This is because SLEEC focuses on extreme MLC [15], where standard multi-label evaluation metrics like our four metrics are not appropriate.

In the experiments, 5-fold cross validation was performed to evaluate the classification performance. For fair comparison, CC with ridge regression\(^1\) was used as the baseline classifier for CBMLC, MLHSL, CPLST and CLMLC. In parameter setting, for CLMLC, we set the size of feature subspace \(d\) by \((L/30)\), and the number of clusters \(K\) by \(200/100\) for regular/large-scale datasets, respectively. For a cluster \(c\), the number of meta-labels \(n_c\) was set to \([L_c/5]\). CBMLC employed an ensemble of 2 CCs as the meta-label classifier \(\mathcal{L}\). ECC used an ensemble of 10 CCs. In addition, in order to scale up ECC, random sampling was applied to randomly select 75% of instances and 50% of features for building each CC in ECC, as recommended in [18]. CBMLC and MLHSL shared the same value of \(K\) and \(d\) with CLMLC, respectively. For CPLST, we set the ratio for LS-DR by 0.8/0.6 for regular/large-scale datasets, respectively. Note that the parameters were chosen for the comparing methods in order to balance the classification accuracy and execution time, according to the experimental results on conducting grid search in the parameter spaces (detailed discussion will be made in Section 4.4). We obtained the MATLAB codes of CPLST\(^2\) and MLHSL\(^2\) given by the authors, and implemented the MATLAB codes of ECC\(^2\), CBMLC\(^2\) and CLMLC\(^2\) by ourselves. Experiments were performed in a computer configured with an Intel Quad-Core i7-4770 CPU at 3.4GHz with 4GB RAM.

\(^1\)https://github.com/hsuantien/mlc_ladr
\(^2\)http://www.public.asu.edu/~jye02/Software/MLDR/
\(^3\)https://github.com/futuresun912/CLMLC.git
Table 2: Experimental results (mean [rank]) on eighteen multi-label datasets in four evaluation metrics.

<table>
<thead>
<tr>
<th>Method</th>
<th>Exact-Match</th>
<th>MLHSL</th>
<th>CBMLC</th>
<th>CPLST</th>
<th>CLMLC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rank</td>
<td>Correct</td>
<td>Medical</td>
<td>Enron</td>
<td>Scene</td>
</tr>
<tr>
<td>ECC</td>
<td>0.955 (4)</td>
<td>0.937 (4)</td>
<td>0.930 (4)</td>
<td>0.925 (4)</td>
<td>0.954 (4)</td>
</tr>
<tr>
<td>MLHSL</td>
<td>0.934 (5)</td>
<td>0.924 (5)</td>
<td>0.917 (5)</td>
<td>0.912 (5)</td>
<td>0.928 (5)</td>
</tr>
<tr>
<td>CBMLC</td>
<td>0.927 (5)</td>
<td>0.917 (5)</td>
<td>0.910 (5)</td>
<td>0.905 (5)</td>
<td>0.922 (5)</td>
</tr>
<tr>
<td>CPLST</td>
<td>0.920 (5)</td>
<td>0.910 (5)</td>
<td>0.903 (5)</td>
<td>0.898 (5)</td>
<td>0.914 (5)</td>
</tr>
<tr>
<td>CLMLC</td>
<td>0.918 (5)</td>
<td>0.908 (5)</td>
<td>0.901 (5)</td>
<td>0.895 (5)</td>
<td>0.912 (5)</td>
</tr>
</tbody>
</table>

Table 3: Execution Time (10^3 sec) over seven large-scale datasets.

<table>
<thead>
<tr>
<th>Method</th>
<th>Corel5K</th>
<th>Rev1v1</th>
<th>Rev1v2</th>
<th>Bibtex</th>
<th>Corel16k</th>
<th>Corel16k2</th>
<th>Delicious</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECC</td>
<td>0.353</td>
<td>0.190</td>
<td>0.187</td>
<td>1.285</td>
<td>0.229</td>
<td>0.252</td>
<td>6.042</td>
</tr>
<tr>
<td>MLHSL</td>
<td>0.018</td>
<td>0.004</td>
<td>0.004</td>
<td>0.015</td>
<td>0.008</td>
<td>0.009</td>
<td>0.528</td>
</tr>
<tr>
<td>CPLST</td>
<td>0.042</td>
<td>0.045</td>
<td>0.036</td>
<td>0.223</td>
<td>0.042</td>
<td>0.042</td>
<td>0.558</td>
</tr>
<tr>
<td>CBMLC</td>
<td>0.097</td>
<td>0.112</td>
<td>0.127</td>
<td>1.002</td>
<td>0.131</td>
<td>0.151</td>
<td>1.916</td>
</tr>
<tr>
<td>CLMLC</td>
<td>0.005</td>
<td>0.004</td>
<td>0.004</td>
<td>0.014</td>
<td>0.010</td>
<td>0.010</td>
<td>0.567</td>
</tr>
</tbody>
</table>

4.3 Experimental results

Experimental results of five comparing MLC methods on benchmark datasets are reported in Table 2, where the averaged rank of each method over all datasets is shown in the last row of each metric. For each evaluation metric, the larger the value, the better the performance. Among the five comparing methods, the best performance is highlighted in boldface.

For all the 72 configurations (18 datasets × 4 evaluation metrics), CLMLC ranked 1st among five comparing MLC methods at 38.78% cases, ranked 2nd at 18.92% cases, and ranked 5th at only 3.3% cases, which was remarkably better than the other methods. Specifically, CLMLC outperformed the other methods in Exact-Match (ranked 1st at 88.94% cases) and Micro-F1 (ranked 1st at 55.66% cases), and it was competitive in terms of Macro-F1 (ranked 1st at 33.3% cases). It demonstrates the effectiveness of the clustering-based local strategy adopted in CLMLC. The similar instances with similar label sets can be grouped together by CLMLC, leading to its strong capability on modeling label correlations and thus superior performance in Exact-Match. However, such grouped local data sometimes weaken the influence of minority labels, resulting in the worse performance of CLMLC in Hamming-Score (ranked 4th at 66.7% cases). CPLST and ECC performed better than the other methods in Hamming-Score (ranked 1st at 38.96% and 16.7% cases, respectively), since it is designed to be optimized in Hamming-Score, according to the theoretical analysis in [5]. In Hamming-Score, MLHSL ranked 1st/2nd place at 11.1%/61.1% cases, but performed worse in other metrics, especially on large-scale datasets. It is probably because large-scale datasets typically need a sufficient number of instances for training, while FS-DR tends to remove too many features. CBMLC outperformed other methods except CLMLC in Exact-Match (ranked 1st/2nd at 5.6%/55.5% cases), Macro-F1 (ranked 1st/2nd at 44.4%/33.3% cases) and Micro-F1 (ranked 1st/2nd at 16.7%/44.4% cases), but worked worst in Hamming-Score (ranked 5th at 72.2% cases). In addition, CBMLC worked worse than CLMLC on the average in all the four metrics, indicating that cluster analysis should be applied after appropriate feature dimension reduction. Note that the two local MLC methods, CBMLC and CLMLC, worked remarkably better than ECC, MLHSL and CPLST in terms of Exact-Match, Macro-F1 and Micro-F1 on the twelve large-scale datasets, demonstrating the superiority of local MLC strategy on real-world problems.
thick line. In summary, among 90 comparisons (5 methods × 18 datasets), CLMLC achieved statistically superior performance than all the other methods in terms of Exact-Match. In Macro/Micro-F1, CLMLC achieved statistically comparable performances with CBMLC, and statistically superior performances than ECC, MLHSL and CPLST. Such observation demonstrates the competing performance of the proposed CLMLC in Exact-Match and Macro/Micro-F1, compared with the state-of-the-art MLC methods.

### Table 4: Results of the Friedman Statistics $F_F$ (5 methods, 18 datasets) and the Critical Value (0.05 significance level). The null hypothesis as the equal performance is rejected, if the values of $F_F$ in terms of all metrics are higher than the Critical Value.

<table>
<thead>
<tr>
<th>Friedman Test</th>
<th>Exact Match</th>
<th>Hamming Score</th>
<th>Macro F1</th>
<th>Micro F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_F$</td>
<td>24.166</td>
<td>15.992</td>
<td>11.680</td>
<td>6.051</td>
</tr>
<tr>
<td>Critical Value</td>
<td>2.507</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5 reports the reduced sizes of training datasets in CLMLC, which are averaged by 5-fold cross validation. Here “std.” shows the standard deviation of the values from $K$ clusters. As shown in Table 5, consistently with our previous assumptions, there is strong locality in datasets, especially on datasets in text domain, like Medical, Rcv1 and Bibtex, where $T^c \ll \bar{L}$ in each data cluster $c$. Indeed the problem sizes in terms of $N$, $D$ and $L$ have significantly reduced. For example, in Bibtex, the average problem size ($N^c \times d \times \bar{L}^c$) in each cluster $c$ has been reduced to nearly $1/30000$ by CLMLC compared with the original set, bringing the fastest execution time on Bibtex (Table 3).

### Table 5: Problem sizes of training datasets in CLMLC. The values were averaged by 5-fold cross validation. Here “std.” denotes the standard deviation.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Original size</th>
<th>Reduced size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N$</td>
<td>$D$</td>
</tr>
<tr>
<td>Birds</td>
<td>516</td>
<td>260</td>
</tr>
<tr>
<td>Genbase</td>
<td>530</td>
<td>1186</td>
</tr>
<tr>
<td>Medical</td>
<td>782</td>
<td>1449</td>
</tr>
<tr>
<td>Enron</td>
<td>1362</td>
<td>1001</td>
</tr>
<tr>
<td>Scene</td>
<td>1926</td>
<td>294</td>
</tr>
<tr>
<td>Yeast</td>
<td>1934</td>
<td>103</td>
</tr>
<tr>
<td>Corel5k</td>
<td>4000</td>
<td>499</td>
</tr>
<tr>
<td>Rcv1s1</td>
<td>4800</td>
<td>944</td>
</tr>
<tr>
<td>Rcv1s2</td>
<td>4800</td>
<td>944</td>
</tr>
<tr>
<td>Rcv1s3</td>
<td>4800</td>
<td>944</td>
</tr>
<tr>
<td>Rcv1s4</td>
<td>4800</td>
<td>944</td>
</tr>
<tr>
<td>Bibtex</td>
<td>5916</td>
<td>1836</td>
</tr>
<tr>
<td>Corel16k1</td>
<td>11013</td>
<td>500</td>
</tr>
<tr>
<td>Corel16k2</td>
<td>11009</td>
<td>500</td>
</tr>
<tr>
<td>Corel16k3</td>
<td>11008</td>
<td>500</td>
</tr>
<tr>
<td>Corel16k4</td>
<td>11070</td>
<td>500</td>
</tr>
<tr>
<td>Corel16k5</td>
<td>11078</td>
<td>500</td>
</tr>
<tr>
<td>Delicious</td>
<td>12884</td>
<td>983</td>
</tr>
</tbody>
</table>

### 4.4 Parameter sensitivity analysis

To evaluate the potentiality of CLMLC, a parameter sensitivity analysis was conducted. First, the parameters $d$ and $K$ were dealt with the Rcv1s1 and Bibtex datasets, where $d$ controls the dimensionality of the feature subspace, and $K$ is the number of data clusters. In this experiment, we kept the value of $n$ by $[L^c/5]$, and increased $d$ from 5 to 100 by step 5, and $K$ from 10 to 200 by step 10. Figure 2 shows the experimental results in terms of four evaluation metrics, whose values are averaged by 5-fold cross validation. In Figure 2, the warmer the color, the better the performance. We observe that as the values of $d$ and $K$ increased, its performance in Exact-Match and Macro/Micro-F1 upgraded, and then became stable once $d$ and $K$ reached 30 and 100, respectively. In contrast, as the values of $d$ and $K$ increased, its performance in Hamming-Score degraded, although the change was very slight (within 0.5%). Figure 3 shows the execution time for parameter sensitivity analysis, where $d \in \{10, 30, 50, 70, 90\}$. On both two datasets, the execution time increased as the value of $d$ increased. As the value of $K$ increased, the execution time first decreased, and then increased on Rcv1s1 but became stable on Bibtex. Thus, by considering trade-off between classification accuracy and execution time, we set values of $d$ and $K$ to those as stated in Section 4.2.
In this paper, we have proposed a Clustering-based Local Multi-Label Classification (CLMLC) method, relying on the assumption that a multi-label dataset can be decomposed into several datasets of smaller sizes, where meta-labels exist and are relevant to only a fraction of features and training data. In CLMLC, by applying clustering analysis on the feature subspace, similar instances associated with similar labels are grouped together and then fed into local models. Extensive experiments conducted on real-world benchmark datasets verified the validity of our assumption and demonstrated the efficiency of CLMLC. For the future work, we will seek a more appropriate method for building local models, which is currently a bottleneck for the application of CLMLC on extreme multi-label datasets.
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